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Long-wavelength variations in Earth's geoid : 
physical models and dynamical implications 

BY B. H. H A G E R  A N D  M. A. R I C H A R D S ?  

Seismological Laboratory, California Institute of Technology, Pasadena, California 91125, U.S.A. 

The seismic velocity anomalies resolved by seismic tomography are associated with 
variations in density that lead to convective flow and to dynamically maintained 
topography at the Earth's surface, the core-mantle boundary (CMB), and any interior 
chemical boundaries that might exist. The dynamic topography resulting from a 
given density field is very sensitive to viscosity structure and to chemical stratification. 
The mass anomalies resulting from dynamic topography have a major effect on the 
geoid, which places strong constraints on mantle structure. Almost 90% of the 
observed geoid can be explained by density anomalies inferred from tomography and 
a model of subducted slabs, along with the resulting dynamic topography predicted 
for an Earth model with a low-viscosity asthenosphere (ca. loz0Pa s) overlying a 
moderate viscosity (ca. 1OZza6Pa s) lower mantle. This viscosity stratification would 
lead to rapid mixing in the asthenosphere, with little mixing in the lower mantle. 
Chemically stratified models can also explain the geoid, but they predict hundreds of 
kilometres ofdynamic topography at  the 670 km discontinuity, a prediction currently 
unsupported by observation. A low-viscosity or chemically distinct D" layer tends to 
decouple CMB topography from convective circulation in the overlying mantle. 
Dynamic topography at  the surface should result in long-term changes in eustatic sea 
level. 

T o  understand the dynamics of mantle convection and plate motions, we must probe Earth's 
interior by using a variety of techniqub. In  the past decade, seismologists have begun to 
produce intriguing, albeit often fuzzy, global maps of the interior of the planet. Higher- 
resolution studies have revealed variations in the shape and state of stress in subducted slabs. 
Geochemists have analysed rocks outcropping at  the surface that possess isotopic patterns 
indicative of isolation and incubation in isolated interior reservoirs for time periods of order 
1Ga. 

Long-wavelength variations in Earth's geoid provide fundamental constraints on the interior 
density structure and dynamics complementary to those provided by other disciplines. Geoid 
undulations are primarily the result of density variations associated with mantle convection. In 
this paper, we present physical models of the geoid that make extensive use of recent results 
from seismic tomography to explain nearly 90% of the variance in the observed geoid at 
wavelengths greater than 4000 km. A component vital to the success of these models is the 
inclusion of the effects on the geoid of the dynamic topography driven by mantle convection. 
The amplitude of this dynamic topography, and hence the total geoid, is strongly dependent 
upon the mechanical and compositional stratification of the mantle. Thus the geoid produced 
in a dynamic Earth by a given distribution of density heterogeneities, for example as inferred 
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indirectly from seismic tomography, can be used to constrain the interior structure of our 
planet. 

A map of the observed long-wavelength geoid (Lerch et al. 1983) is shown in figure 1, along 
with continents, plate boundaries, and active hotspots. The ca. 20 km hydrostatic oblateness 
(Nakiboglu 1982) has been subtracted to reveal the ca. 200 m non-hydrostatic signal of tectonic 
origin. The non-hydrostatic geoid is dominated by polar lows and a band of equatorial highs, 
the latter broken by a moderate geoid low centred south of India. 

FIGURE1. The observed long-wavelength geoid referred to the hydrostatic figure (f = 11299.83). Plate boundaries 
and hotspots (circles) are indicated. The contour interval is 20 m and geoid lows are shaded. Cylindrical 
equidistant projection. 

Empirical associations of the geoid with various geological and geophysical features are 
discussed in detail elsewhere (Richards & Hager 1988a). There are, in general, geoid highs 
associated both with convergence zones (see, for example, Kaula 1972; Chase 1979; Crough 
& Jurdy 1980; Hager 1984; Richards & Hager 1988a) and with regions having a 
concentration of hotspots ('hotspot provinces') (see Chase 1979; Crough & Jurdy 1980; 
Richards et al. 1988). But with the exception of convergence zones, there is little association of 
geoid features with plate tectonics or with continents. In particular, the spectacular association 
of geoid anomalies with lithospheric features so apparent at  shorter wavelengths (see review by 
Douglas et al. 1987) is absent in the wavelength band shown here. Isostatic models of the geoid 
effects expected from density variations in the lithosphere are an order of magnitude smaller 
than total observed variations (Chase & McNutt 1982; Hager 1983); the primary source of 
the variations in figure 1 is deep. 

An apparent paradox is that geoid highs are associated both with the cold, dense subducted 
slabs that plunge into the interior at  convergence zones and with the hot, low-density mantle 
plumes thought to feed the hotspot volcanism at Earth's surface. This paradox has defeated 
successful empirical interpretation of the geoid in the context of plate tectonics and mantle 
convection. 

Recent work in the fields of seismic tomography and fluid dynamical modelling of the mantle 
has made substantial progress towards resolving this apparent paradox. Studies of lower- 
mantle seismic velocity heterogeneity using P-wave travel-time tomography have revealed 
long-wavelength heterogeneities with patterns similar to the observed geoid (Dziewonski et al. 
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1977; Dziewonski 1984; Clayton & Comer 1984; Hager 8: Clayton 1988). In particular, 
regions of the lower mantle beneath the surface hotspot provinces and associated geoid highs 
over Africa and the central Pacific are characterized by anomalously slow mantle. If one 
assumes that slow mantle is hot and buoyant, and fast mantle is cold and dense, and solves 
Poisson's equation for the geoid predicted by the density fields inferred from lower-mantle 
seismic tomography, the match to the observed geoid pattern is remarkable (Dziewonski et al. 
1977; Dziewonski 1984; Hager et al. 1985;Hager & Clayton 1988). Also remarkable is that 
the calculated geoid has the opposite sign to that observed, with geoid lows predicted over 
Africa and the central Pacific and geoid highs over the Poles. 

This mismatch in sign is what would be expected based on the pioneering work by Pekeris 
(1935) over a half century ago. Pekeris pointed out that in a convecting planet, the effects of 
dynamically maintained topography on the geoid would be important. In fact, for a uniform- 
viscosity planet, the mass anomalies resulting from uplift over hot upwellings and subsidence 
over cold downwellings would have such a large effect on the geoid that they would reverse its 
sign, giving geoid highs over mantle upwellings and lows over downwellings. 

Runcorn (1964, 1967) attempted to use Pekeris's theory to relate the observed geoid to plate 
motions and mantle convection, but had little success. The reason became clear when the 
theory was extended to include the effects of viscosity variation with depth, the effects of 
possible chemical stratification a t  the 670 km seismic discontinuity, and self-gravitation 
(Richards & Hager 1984; Ricard et al. 1984). Stratification of either the viscosity or 
composition has a major impact on the dynamic topography and resulting geoid anomalies 
produced for a given interior density distribution. Hence, if the density distribution can be 
estimated by geophysical observations or models, the geoid provides a sensitive probe of mantle 
structure. 

Hager et al. (1985) showed that most of the geoid at  wavelengths longer than 10000 km can 
be explained as the result of heterogeneities in the lower mantle inferred from seismic 
tomography, along with the associated dynamic topography. Using simple two-layer models 
to parametrize the viscosity distribution, they obtained a good agreement with the observed 
geoid for a model in which the lower mantle had a viscosity a factor of 10 greater than that of 
the upper mantle. 

Hager (1984) showed that the geoid in the wavelength 4000-10000 km is dominated by the 
signature of subducted slabs. He also used a simple two-layer parametrization of viscosity to 
calculate model geoids; these models required a lower-mantle viscosity a factor greater than 
30 larger than that of the upper mantle to match the observed geoid. 

In this paper, we extend these models to include a more detailed and realistic parametrization 
of the viscosity structure of the mantle. This parametrization refines the structure of the 
upper-mantle to include a high-viscosity lid, a low-viscosity asthenosphere, and an increase in 
viscosity through the transition zone. There is increasing evidence that the D" layer at the base 
of the mantle is anomalous in viscosity and/or composition, and we include these possible 
effects. We also include the effects of heterogeneity inferred from surface-wave studies of upper- 
mantle structure. We are now able to explain about 90 % of the variance in the observed geoid 
in the wavelength band represented by spherical harmonic degrees 2-9. 

I n  the following section, we briefly review the fluid mechanics of geoid anomalies in a 
convecting planet. We derive a Green function approach whereby the gravitational effects for 
any interior density field, including the effects of dynamic topography, can be calculated for 
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a given model of viscosity and compositional layering of the mantle. We then present model 
geoids calculated for a few particular Earth models for density fields inferred from lower- 
mantle P-wave tomography, from upper-mantle surface-wave tomography, and from a density 
model for subducted slabs. 

Successful models have a substantial viscosity increase (ca. 300) from the asthenosphere to 
the lower mantle. The geoid is sensitive to relative variations in viscosity, but it is not sensitive 
to the absolute level of the viscosity. The heat advected by the flow associated with the inferred 
density contrasts is, however, sensitive to the absolute viscosity, from which a lower bound to 
lower-mantle viscosity of ca. 3 x loz2Pa s, an  order of magnitude higher than that inferred by 
some recent studies of postglacial rebound, can be inferred (O'Connell & Hager 1984; Hager 
& Clayton 1988). 

We discuss the geodynamical consequences of this viscosity stratification. These include a 
stratification in the style of mantle convection, with the upper mantle much more quickly 
mixed than the lower mantle. The slow circulation time for the lower mantle, compared with 
the faster timescale for the reorientation of plate boundaries, could explain why there is not 
a more obvious association of the geoid with surface tectonics, as well as the long residence of 
isotopic reservoirs. The viscosity stratification could also explain the shape and state of stress 
and seismicity distribution observed for subducted slabs (Vassiliou et al. 1984; Gurnis & Hager 
1988). Consideration of recent constraints on the topography of the core-mantle boundary 
(CMB) suggests that there may be a layer of molten silicate at the top of the core. 

2. F L U I DM E C H A N I C S  O F  G E O I D  A N O M A L I E S  

(a) Physical efects 

The geoid is the equipotential surface corresponding to mean sea level. Variations in 6N, the 
height of the geoid, relative to that expected for a hydrostatic planet, result from variations in 
gravitational potential 6 V by 

where g(a) is the gravitational acceleration a t  the Earth's mean radius a. Variations in 
gravitational potential are caused by non-hydrostatic variations in density 6p. The two are 
related by Poisson's equation 

V26V = -4ny6p. (2) 

Here y is the gravitational constant. 
T o  determine the total gravitational potential, Poisson's equation must be integrated over 

the volume of the Earth. Convection in the mantle results in dynamic topography (Pekeris 
1935). (Mid-oceanic rises, which result from cooling of the upper thermal boundary layer, and 
deep sea trenches are familiar examples of convectively maintained topography.) It is crucial 
to include the density anomalies resulting from this dynamic topography in determining the 
total geoid anomaly resulting from a given internal density field. At long wavelengths, the total 
mass displaced by dynamic topography at  the top and bottom of a convecting system is 
comparable to the mass excess of the internal anomalies (Richards & Hager 1984). A sort of 
'dynamic isostasy' approximately holds. The gravitational effects of the interior density field 
and the resulting dynamic topography are comparable; the total geoid is a small difference 
between relatively large numbers. 

It is, unfortunately, difficult to observe directly the amplitude and pattern of dynamically 
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maintained topography resulting from deep-seated density variations. Topography generated 
by density variations within the lithosphere, including crustal-thickness variations, dominates 
Earth's surface relief. There are indications that the dynamic surface topography is of order 
1km. For example, over geologic time, continental shields might be expected to be reduced by 
erosion to similar hypsometries. The African Shield stands hundreds of metres higher than 
other shields, presumably as the result of recent dynamic uplift. The ridge south of Australia 
is over 1000 m deeper than the average ridge crest, while the central Pacific is elevated up to 
1 km (Crough 1983; Cazenave et al. 1988). However, although qualitative analysis indicates 
the existence of dynamic topography, the density structure of the lithosphere is not yet known 
well enough to remove its effects quantitatively. Instead we use fluid-dynamical models of 
mantle flow to calculate the dynamic topography. 

Recently, geodetic, magnetic, and seismological observations have been used to infer the 
topography of the CMB. Because the CMB is hot, it is likely that any topography there is 
dynamically maintained. Gwinn et al. (1986) inferred from nutation amplitudes given by VLBI 

(very-long-baseline interferometry) measurements that the CMB has an excess ellipticity of ca. 
500 rn. Hide (1986) estimates that topography on the CMB is of order of a few hundred metres 
from models of the coupling of flow in the core to changes in length of day. Models of CMB 

topography from seismic tomography range from 2-12 km (Morelli & Dziewonski 1987; 
Gudmundsson et al. I g87), however. These discrepancies are discussed below. 

(b) Governing equations, assumptions and method of solution 

Over geologic timescales, the rocks in the Earth's mantle respond to stresses by slow, creeping 
flow. Inertial forces are negligible and the equilibrium equation becomes 

where z is the stress tensor, p the density, and g the gravitational acceleration. 
The stress tensor z is related to E, the strain rate tensor, by the constitutive law: 

where I is the identity matrix, p is the pressure, and g is an effective viscosity, in general a 
function of temperature, pressure, composition, strain rate, and total strain. For the models 
presented here, for the sake of mathematical tractability, we assume g to be spherically 
symmetric. This assumption is critically examined in Richards & Hager (1988 6). They find 
that for half wavelengths on the order of the thickness of the mantle or greater, the effects of 
radial variations of viscosity are more important than the effects of lateral variations. 

Finally, as discussed in Richards & Hager (1984), we make the approximation that the flow 
is incompressible. Zhang & Yuen (1987) have addressed this issue quantitatively. Their results 
show that although compressibility has some effect, this effect is small compared to effects of, 
for example, radial variations in viscosity. For an incompressible fluid, the continuity equation 
becomes 

v . u = 0 (5) 
with u the flow velocity. 

Under the assumption that the viscosity is spherically symmetric, the coupled set of equations 
(2)-(5) can be solved analytically. A full discussion is given in Hager & Clayton (1988), where 
an updated (O'Connell et al. 1984), somewhat cleaner derivation of the equations used by 
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Richards & Hager (1984) is presented. The approach is to separate the radial and azimuthal 
variations of all variables by expanding azimuthal variations in terms of scalar or vector 
spherical harmonics and to utilize the orthonormality properties of the spherical harmonic 
basis functions to isolate the radial dependence for each spherical harmonic degree and order. 
The radial dependence is then solved using the propagator matrix technique (Gantmacher 
I 960). 

The flow and resulting stresses and surface deformations are driven by interior density 
contrasts specified a priori, for example, from a density distribution inferred from seismic 
tomography. For mathematical simplicity, volumetric density contrasts are collapsed to form 
surface-mass anomalies spaced at  100 km intervals or less. 

The physical boundary conditions applied are continuity of velocity and tractions across the 
CMB,the surface, and any interior compositional boundaries that are included in a given model 
(e.g. 670 km discontinuity, top of D"). Because the propagator matrix technique assumes 
spherical boundaries, these physical boundary conditions are analytically continued from the 
physical (deformed) boundaries to the mathematical (spherical) boundaries by using a first- 
order Taylor's series expansion. The result is that the mathematical boundary conditions 
become continuity of velocity and shear traction, with a jump condition in radial normal 
stress 7,,: 7,,]T = Apg 6h. 

Here 6h is the dynamic topography of the boundary and Ap is the density contrast across the 
boundary. At the surface and CMB, the radial velocity and shear traction vanish. At an 
intermediate boundary in composition, the radial velocity vanishes, while the shear tractions 
are non-zero but continuous. 

For a given 7,,, 6h is inversely proportional to Ap. We will see later that at the surface and 
CMB,where Ap is large, the inferred 6h is small compared to the depth of the convecting mantle. 
For models with chemical stratification at  670, 6h is large and the approximation discussed 
above is not very good. 

(c) Kernels 

In this paper, we focus on the values of the gravitational potential at the surface, along with 
the dynamic topography at the surface, the CMB, and any interior compositional boundaries 
that might exist. Values are predicted for various models of the interior density field. It is 
instructive to construct response functions for these quantities for a suite of models of Earth 
structure. These response functions, or kernels, are expressed for an interior density contrast of 
unit amplitude of a given spherical harmonic degree 1 and order m at a specified radius r, i.e. 
they are mixed spectral-spatial Green's functions. The calculation is linear, given the 
assumptions stated above, so the total response is obtained by convolving these kernels with a 
particular distribution of density contrasts. 

Because we assume azimuthal symmetry of viscosity, the kernels depend upon spherical 
harmonic degree 1, but not upon order m (Hager & Clayton 1988). We define normalized 
potential kernels G1(r), normalized surface displacement kernels A 1 ( r ) , normalized CMB 

displacement kernels Cz(r), and normalized chemical discontinuity topography kernels Dyr) 
such that for a spherical harmonic coefficient and density contrast 6ptm(r) 

6v;; = -l;z;:Y'; 1G' (r) 6ptm (r) dr, 
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1
6alm= -1: ~ ' ( r )6p1" (r) dr, 

APa 

D1(r) 6plm(r) dr. 

Here 6alm is the dynamic surface topography (at r = a), 6clm the dynamic topography of the 
CMB (at r = c),  and 6dlm the dynamic topography of the interior chemical discontinuity (at 
r = d).  With the normalization for the potential kernel, if the Earth were static, with no 
dynamic topography, G1(r) = ( r / ~ ) ( ' + ~ ) .  

Geoid kernels for two-layer models have been discussed in Hager (1984) and Hager et al. 
(1985). Topography kernels for two-layer models were presented in Richards & Hager (1984). 
An extensive discussion of the effects of adding more layers of varying viscosity is given in Hager 
& Clayton (1988). For reasons of space limitations, we present here kernels for only a limited 
set of models that are successful in matching the observed geoid. 

Recognizing that there are many ways in which a model could be parametrized, we feel it 
important to explain our particular choice. First, the propagator matrix formulation forces us 
to parametrize the viscosity as a series of layers, each with constant viscosity. We have 
attempted to keep the number of layers small, yet at  the same time we have been influenced 
by a priori expectations as to where the viscosity might be expected to change substantially. 

Probably the major rheological stratification in the mantle is the contrast between the strong 
lithosphere and the underlying asthenosphere. While in plate interiors, the lithosphere has 
effectively an infinite viscosity, viewed on a global scale, the lithosphere does deform, resulting 
in relative motions between the plates. While the effective viscosity of the lithosphere is 
certainly heterogeneous, with deformation concentrated at presumably weak plate boundaries, 
our mathematical technique forces us to ignore this heterogeneity. We model the lithosphere 
as a viscous fluid of thickness 100 km; operationally, this viscosity can be thought of as the 
average stress divided by the average strain rate (Kaula 1980; Hager & O'Connell 1981). 
There is, of course, a tradeoff between the thickness of the lithosphere and its effective 
viscosity. 

Increases in pressure with depth lead to continuous increases in viscosity, although these are 
partially offset by increases in temperature along the adiabat (Ashby & Verrall 1977) or 
reversed in thermal boundary layers. Localized phase changes and compositional changes are 
expected to lead to discontinuous changes in viscosity that can be large (Sammis et al. 1977). 
For this reason, we place boundaries between our viscous layers at  the seismic discontinuities 
a t  400 km and 670 km depth and at  the top of D". There will be a tradeoff between the 
viscosity jump at layer boundaries and continuous increases in viscosity within layers 
(Revenaugh & Parsons 1987). We search a model space in which the relative viscosity in a 
given layer can vary only in steps of 

In our previously published models of the geoid, we have not included the effects of structure 
at  the base of the lower mantle, primarily because it is possible to obtain excellent fits to the 
geoid without the added model complexity that results from including an additional layer. We 
include it here for several reasons. First, D" forms the boundary region between the lower 
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mantle and the molten core ;globally averaged seismic models (Dziewonski & Anderson I 98 I )  

show a region of decreased velocity gradient in D". D" is almost certainly a region of increased 
temperature gradient, i.e. a hot thermal boundary layer, and hence is expected to have a low 
viscosity. More-detailed regional models (Lay & Helmberger 1983 a, b ;  Young 8: Lay 1987) 
show a sharp boundary, so D" may well be distinct in composition as well. Second, there is now 
great interest in constraining the properties of the CMB. The predicted dynamic topography a t  
the CMB is a strong function of the structure of D". 

Kernels for several models that allow us to explain most of the variance in the long- 
wavelength geoid are shown in figures 2 4 .  For these models, the first letter refers to the style 
of convection: 'Mr'for whole mantle and ' C '  for a mantle chemically stratified at 670 km 
depth. The second letter refers to D": 'L '  for low viscosity and 'C '  for chemically distinct (also 
with low viscosity). Only relative viscosity variations affect the geoid. The distribution of 
relative viscosity g with depth is shown in the figures. For example, for our preferred model 
IYL, the distribution is as follows: 0-100 km depth, g = 1 ; 100-400 km, g = A; 400-670 km, 
g = 1 ;  670-2600 km depth, 11 = 10; 2600 km depth-CMB, g = &. 

0 0.5 1.0 0 0.5 1.0 -0.5 0 0.5 
u u u 

FIGURE2. Normalized kernels for model WL, showing the effects of a surface mass u placed at a given depth in the 
mantle for 1 = 2, 4, and 8. The masses displaced by surface deformation and by deformation of the CMB are 
normalized by dividing by (-a).A value of unity implies perfect dynamic compensation. The geoid kernel, 
which includes the effects of the dynamic topography as well as a ,  is normalized by the potential due to a mass 
a at the surface of the Earth. The solid line is for degree two, short dashes for degree four, and long dashes for 
degree eight. 

0 0.6 1.0 0 0.5 1.0 -0.5 0 
u u u 

FIGURE3. AS in figure 2, but for model WC, which differs from model WL by having a chemically distinct D layer 
with a low-viscosity layer above it in the depth range 2300-2600 krn to simulate the effects of an additional 
hot thermal boundary layer. 

0.5 
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FIGURE4. AS in figure 2, but for model CL, which differs from model WL by having 
a boundary in chemical composition at  the 670 km discontinuity. 

3. DYNAMICAL G E O I DM O D E L S  O F  T H E  

( a )  Forward modelling with inversion for parameters 

Our previous modelling has shown that density contrasts associated with lower-mantle 
heterogeneity inferred from seismic tomography under the assumption that these velocity 
variations are thermal in origin (Hager et al. 1985) and upper-mantle density contrasts 
associated with subducted slabs (Hager 1984) can explain much of the long-wavelength 
undulation in the observed geoid. There are, however, substantial uncertainties associated with 
these models. For example, the ratio of density perturbation to velocity perturbation for the 
lower mantle is not known a priori. The actual mass anomalies associated with subducted slabs 
are relatively poorly constrained. There is a possible tradeoff between these parameters and the 
viscosity structure that best explains the observed geoid. Large-amplitude variations in upper- 
mantle shear-wave velocities have recently been mapped (Masters et al. 1982; Woodhouse & 
Dziewonski 1984; Nataf el al. 1984, 1986; Tanimoto & Anderson 1984; Tanimoto 1986; 
Grand 1987). These velocity anomalies could have substantial density contrasts associated with 
them and therefore have an effect on the geoid and dynamic surface topography. Although the 
various tomographic inversions tend to agree at long wavelengths, this agreement disappears 
at shorter wavelengths, opening the question of reliability of the inferences of mantle 
structure. 

T o  investigate some of the tradeoffs and uncertainties associated with modelling the geoid, 
we have chosen to fit the geoid by solving the following set of linear equations (Hager & 
Clayton 1988) : 

The equations are solved for R, the density contrast of mature subducted slabs (assumed 
distributed over a thickness of 125km and dipping at 60°),P, the ratio of density perturbation 
to velocity perturbation for lower-mantle compressional-wave velocity anomalies, and S a 
similar ratio for upper-mantle shear-wave velocity anomalies, all assumed to be constants 
independent of radius. In  this equation, sZmis the geopotential coefficient obtained from (7) 
using the subducted slab model described below and Vkmis a similar integral involving the 
convolution of the potential kernel with the spherical harmonic expansion of P-wave velocity 
heterogeneity in the lower mantle. V:mis obtained in the same way using a model of upper- 
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mantle shear-velocity heterogeneity, and gzm is the coefficient of the observed geoid. Because 
there is more agreement among tomographic models at  long than at  short wavelengths, we 
include the weighting functions fpand f,. These weights are set to unity for 1 < I,,, and to 
zero for 1 > I,,,, where l,,, can, in principle, be different for fpand f,.In practice, we find 
I,,, = 4 works best for both. 

Of the viscosity models for which we show kernels here, we obtain the best fit to the observed 
geoid for the model shown in figure 2, which can explain 87 0/:, of the variance of the observed 
geoid. The predicted geoid for this model is shown in figure 5 a ;  it bears a striking resemblance 
to the observed geoid, figure 1. In  this and the following sections, we show plots only for this 
viscosity model. Results for the other models are very similar. 

(b) Individual contributions 

The model geoids shown (discussed separately in the next sections) were computed 
simultaneously by solving (1 1). The geoid contributions from the three sources are not totally 
orthogonal and there is some tradeoff among the parameters in (1I) ,  as discussed below in (c). 
However, this tradeoff is not so large that the individual contributions are qualitatively 
affected by it. The individual contributions do not change very much if, for example, they are 
solved for sequentially, as in our previously published results (Hager 1984; Hager et al. 

1985). 

(i) Lower-mantle contributions to the geoid 

The contribution to the geoid calculated with the lower mantle P-wave tomographic 
inversion of Clayton & Comer (1984) is shown in figure 56. As discussed in more detail in 
Hager & Clayton (1988)) although the tomographic inversion is a global one, the ray coverage 
in the upper mantle and near the base of the mantle for this and other P-wave inversions 
is very poor. For this reason, we evaluate the integral in equation (7)  only between the 
depths of 80&2800 km. We also set I,,, at  4 ;  above this value, the overall fit to the 
geoid degrades slightly. The density perturbation to velocity perturbation P has a value 
of 0.3 (Mg m-3) / (km s-') . 

The agreement between this predicted long-wavelength geoid and the observed geoid is 
striking. Both are dominated by polar lows and equatorial highs. Both encompass most of 
the hotspots within their highs. In fact, the correlation between the degree two component 
of the spherical harmonic distribution of hotspots and this predicted geoid is almost perfect 
( r  = 0.99), suggesting that surface hotspots and lower-mantle thermal structure are 
strongly coupled (Hager et al. 1985; Richards & Hager 1988a; Richards et al. 1988). 

The longest-wavelength features, which contribute most of the power to the geoid, appear 
to be explained primarily by structure in the lower mantle. The predicted geoid does not have 
the highs over the Andes and the western Pacific seen in the observed geoid. These can be 
explained by density contrasts associated with subducted slabs in the upper mantle. 

(ii) Subducted-slab contributions to the geoid 

The foci of deep earthquakes at  subduction zones mark positions of the cold, central cores 
of subducted slabs. If we knew the density contrasts associated with these subducted slabs, we 
could calculate the associated geoid anomalies for a given model of Earth structure using (7) .  
Unfortunately, whereas seismicity constrains the location of subducted slabs to some extent, the 
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associated density contrasts are not well constrained. Although the integrated density contrast 
between subducted slabs and the asthenosphere in the shallow mantle is constrained by the 
subsidence of the lithosphere with age as it moves away from mid-oceanic ridges, it is not well 
constrained at  depth. Complicating factors include the effects of phase changes (see, for 
example, Schubert et al. 1975;Anderson 1987), the effects of slab extension and compression 
(Isacks & Molnar 1971), and the likelihood that slab material is present even when there is no 
seismicity (see Hager (1984) and Hager & Clayton (1988) for an  extended discussion). Thus, 
in calculating the geoid anomaly associated with subducted slabs, the distribution of mass 
anomalies, as well as the mantle structure, must be assumed. The validity of assumed mass 
distributions can then be tested by comparing the model geoid predicted to the observed. 

For simplicity, we assume that the surface mass anomaly associated with subducted 
lithosphere is conserved with depth. We ignore slab extension and compression and assign all 
slabs a dip of 60". Although seismicity cuts off at  some depth for each subduction zone, 
probably as the result of warming of the core of the slab beyond the temperature a t  which 
brittle failure can occur for the relevant phase, the mass anomaly associated with the slab 
probably extends beneath the deepest earthquakes. We assume that all slabs penetrate to the 
same depth. For models with flow permitted into the lower mantle, we choose the lower limit 
in (7 )  to be at  a depth of 800 km to avoid double counting with the lower-mantle tomographic 
model. For chemically stratified models, we choose 670 km as the natural lower limit for slab 
penetration, in accord with the small boundary deformation approximation in 5 2 b .  For slabs 
where seismicity is confined to depths shallower than 300 km, probably as the result of 
shallower reheating of young or slowly subducting lithosphere, we assume that the mass 
anomaly and depth of seismicity are related and use a mass anomaly a factor of two smaller. 
In  the future, more detailed tomographic inversions for slab structure (Zhou & Clayton 1987) 
should allow us to remove many of these assumptions. 

The geoid predicted for the Earth model shown in figure 2 is shown in figure 5 c .  The slab 
model reproduces the geoid highs associated with subduction zones. The predicted geoid is 
quite similar to the model obtained with a simpler two-layer viscosity model by Hager (1984), 
but in this case, the same viscosity model that fits the lower-mantle density model is able to fit 
the geoid resulting from subducted slabs. The factor R in (11) has a value of 0.10 Mg m-3. 

(iii) 	Ufler-mantle contributions to the geoid 

Inversions for upper-mantle shear-wave velocity heterogeneities reveal large variations that, 
if associated with large density variations, might have an observable effect on the geoid. There 
is a fundamental problem in comparing the results of models from surface-wave tomography 
and the geoid, however. Geoid kernels are zero at  the surface and tend to peak at  depth. O n  
the other hand, surface waves are most sensitive to near-surface structure, and models tend to 
smear the effects of near-surface variations over extensive depth ranges (Tanimoto 1986). (This 
smearing effect is probably why subducted slabs are not visible in the uppermost mantle using 
surface-wave tomography; they are camouflaged by the overlying, slow, arc region. I t  is 
because of this camouflaging effect that it is necessary to include subducted slabs separately as 
an additional source of density contrast.) Thus the noisiest (deep) regions of the surface-wave 
tomographic models are highlighted by the geoid kernels. 

Probably for this reason, although all the recent upper-mantle seismic models have striking 
similarities, we have had the most success matching the observed geoid using the longest 
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wavelengths of Tanimoto's (1986) upper-mantle model, a model which does not permit the 
large rapid radial variations of some other models. The predicted model, with l,,, set to 4,  is 
shown in figure 5 d .  The main features in this model geoid are the degree-two high over the 
western Pacific and the Atlantic, associated with fast material in the transition zone (Masters 
et al. 1982), and lows over North America, Antarctica, and the Carlsberg Ridge. The 
parameter S in (1 1) has a value of 0.05 (Mg m-3)/(km s-l). 

(iv) 	The residual geoid and postglacial rebound contributions to the geoid 

The residual geoid, obtained by subtracting the model geoid in figure 5 a  from the observed 
geoid, is shown in figure 6 .  I t  is characterized by a number of geophysically interesting features. 
These include residual geoid highs over most of the more prominent hotspots, a phenomenon 
addressed in Richards et al. (1988). Hudson Bay and West Antarctica, loci of recent major 
deglaciation, remain as residual lows; indeed, the signature of delayed rebound has been 
recognized and discussed before (Peltier & Wu 1982). Including the gravitational effects of 
incomplete postglacial rebound allows over 91% of the geoid variance to be explained (Hager 
& Clayton 1988). 

FIGURE6. The residual geoid obtained by subtracting the model geoid in figure 5 a  from the observed 
geoid in figure 1. The contour interval is 20 m and geoid lows are shaded. 

( c )  Discussion of models and tradeofs 

We have shown results for one particular Earth model. However, as can be seen from figures 
2 4 ,  the kernels for a number of significantly different structural models are similar. For 
example, the positive geoid kernels required by subducted slabs for the upper mantle can occur 
for either mantle-wide flow models (e.g. WL and WC) or models where the 6 7 0  km 
discontinuity is a chemical boundary (CL). The main difference is in the amplitude of the 
kernels. Also, similar geoid kernels can be obtained for D" parametrized as a low-viscosity 
thermal boundary layer (WL) or a layer of distinct composition (WC) ;quite good fits to the 
geoid can also be obtained by ignoring D" altogether (Hager & Clayton 1988). 

Results for a number of models are given in table 1, where values of R, P and S, along with 
uncertainties and covariances, are given. Also given are the percentages of the variance in the 
observed geoid explained by the model. Results are given for the three models with kernels 
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There is also substantial variation in the constants R, P and S for the different models, 
variation that is much greater than the formal statistical estimates for any given model. This 
is an illustration of a common phenomenon in geophysical modelling; the most important 
uncertainties are the result of model parametrization, and formal error estimates are nol very 
meaningful. 

The most stable parameter is P, the ratio of density to P-wave velocity variation in the lower 
mantle, which varies from 0.2 to 0.5 (Mg m-3)/(km s-I). These values are reasonable based 
upon limited laboratory measurements of upper-mantle minerals; few direct measurements of 
lower mantle minerals are available. The value of this ratio obtained from differencing values 
at the top and bottom of the lower mantle in Earth model PREM (Preliminary Reference Earth 
Model) (Dziewonski & Anderson 1981) is 0.4, within the range calculated. 

For subducted slabs, R ranges by more than a factor of five, from 0.064, the value obtained 
from the subsidence of oceanic lithosphere with age (Hager & Clayton 1988), to 0.36 Mg m-3. 
The high value could be indicative of changes in phase (Anderson 1987). Compressive 
shortening of the slab as it approaches the 670 km discontinuity would also tend to increase the 
inferred value of R. 

There is also substantial variation in S. The lower values are consistent with variations in 
shear-wave velocity in the upper mantle being in part of compositional origin or caused by 
relaxation effects. The larger values, when combined with the observed amplitude of velocity 
variations, would require temperature variations of ca. 1000 K (see Hager & Clayton 1988 for 
discussion). 

The relatively small covariance between slab density R and upper-mantle factor S provides 
justification for considering slabs and upper-mantle tomography separately. MTe feel that a 
priori modelling is more reliable in estimating slab structure than surface-wave tomography. 

4. G E O P H Y S I C A LI M P L I C A T I O N S  

( a )  Viscous or chemical stratiJication? 

Although our preferred model allows flow through the 670 km seismic discontinuity, we 
cannot discard the hypothesis of a compositional barrier at that depth based on geoid models, 
as acceptable fits can be obtained for this type of model. The situation is similar to the state 
of stress in deep subducted slabs, where both models that have a compositional barrier at 
670 km depth and models that have uniform chemistry but a substantial increase in viscosity 
a t  this depth can explain the observations (Vassiliou et al. 1984). 

There are other observations that favour flow through the 670 km discontinuity. The 
association of low-velocity lower mantle with regions of extensive hotspot activity at the surface 
is suggestive of mantle-wide flow. Travel-time anomalies from deep earthquakes interpreted in 
terms of deeply extending high-velocity anomalies are also suggestive of transport of at least 
some material across the 670 km discontinuity (Jordan 1977; Creager & Jordan 1984, 1986). 
However, both these examples of apparent continuity of temperature fields across the upper- 
mantle-lower-mantle boundary could conceivably be the result of thermally coupled 
convection in a layered system. 

The best way of discriminating between these two types of convection might be by using the 
dynamic topography of the 670 km discontinuity predicted to exist if the mantle were 
chemically stratified. Given the large density contrasts inferred for subducted slabs in this type 
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of model to explain the observed geoid, the dynamically maintained topography would be 
several hundred kilometres or more in the vicinity of subducted slabs (Hager & Raefsky 1981 ; 
Christensen & Yuen 1984). The deepest earthquakes are not resolvably deeper than the 
average depth of the 670 km discontinuity, suggesting that a nearly isobaric phase change, 
rather than a chemical barrier to flow, shuts off seismicity there. Detailed observations of 
phases converted at the '670' beneath the Tonga slab show no indication of substantial 
topography (Richards & Wicks 1987). The great success that we have had in matching the 
observed geoid by including the effects of dynamic topography gives us confidence in the 
general principles involved. The lack of topography observed on the 670 km discontinuity 
seems difficult to reconcile with its being a compositional barrier to convection. One possible 
way out would be if an  approximately isobaric phase change at ca. 670 km depth camouflages 
the dynamic topography there. 

Although the geoid places constraints upon relative variations in viscosity, it is insensitive to 
the absolute value of mantle viscosity, so long as the viscosity is high enough that the Reynolds 
number of the flow is negligible. But the velocity of the flow associated with a given density field 
is, of course, inversely proportional to the absolute viscosity. O'Connell & Hager (1984) (see 
also Hager & Clayton 1988) used the heat flux inferred to result from flow driven by the 
density fields used in geoid models to bound the viscosity of the lower mantle. So that the flow 
does not advect more heat than is observed to pass through Earth's surface, they argued that 
the lower mantle viscosity must be 3 x 10'' Pa s or more. This value of mantle viscosity is 
consistent with the gravitational signature of postglacial rebound discussed in 83biv. 

Several other lines of evidence support the idea of a substantial viscosity increase in the lower 
mantle. Gurnis & Hager (1988) have recently investigated fluid-dynamical models of slabs 
sinking through a mantle with a viscosity structure similar to that inferred from geoid 
modelling. They found that in addition to matching the observed state of stress, slabs in their 
models often showed kinks as they passed into the lower mantle similar to those inferred from 
analysis of seismic travel times (Jordan 1977; Creager &Jordan 1984, 1986; Zhou & Clayton 

1987). 
A substantial increase in the viscosity of the lower mantle results in a substantial difference 

between the upper and lower mantle in the style of convection. So that stresses are continuous 
across the boundary, strain rates must vary inversely with the viscosity. Thus the upper mantle 
should be much more thoroughly sheared and mixed than the lower mantle, in accord with 
geochemical inferences. 

There is also geophysical evidence supporting the concept of slow flow velocities, presumably 
the result of high viscosity, in the lower mantle. Grand (1987) interpreted a high-velocity 
anomaly beneath North America in the lower mantle in his regional tomographic inversion as 
a fossil remnant of the Farallon plate, suggesting a residence time in the lower mantle of over 
100 Ma. This inferred slow flow is consistent with Anderson's (1982) and Chase & Sprowl's 
(1983) empirical interpretations of the geoid high associated with the African hotspot province 
being a fossil relict of the effects of the Pangean supercontinent on the lower mantle 
temperature field. 

(6) Dynamic topography 

The dynamic topography predicted a t  Earth's surface for our preferred model has a peak to 
peak amplitude of about 1 km, with uplifted regions generally associated with long-wavelength 
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geoid highs (see Hager 8r Clayton 1988 for figures). Although there is no global data base of 
dynamically maintained topography for comparison, in regions where it is available, there is 
relatively good agreement between the predicted dynamic topography for our mantle-wide 
flow models and residual bathymetry not explained by plate cooling (Crough 1983; Cazenave 
et al. 1988). There is no such agreement for the flow models with a change in compositions at 
670 km depth. The predicted dynamic topography is nearly independent of the present 
locations of continents and oceans. If these patterns are fixed relative to a high-viscosity lower 
mantle, relative motions of the continents and ocean basins should lead to changes of eustatic 
sea level. 

Observations of the effects of core-mantle coupling on nutation amplitudes (Gwinn el al. 
1986) and changes of length of day (Hide 1986) suggest that the topography of the CMB has 
an  amplitude of hundreds of metres. It was to suppress the CMB topography calculated for our 
earlier models (Hager et al. 1985; Hager & Clayton 1988) that we included D" in the models 
presented here. We have also argued that a low viscosity, perhaps stratified, D" is to be 
expected apriori. The 10 km of relief at  the CMB reported by Morelli & Dziewonski (1987) seem 
at  first inconsistent with our expectations for much smaller amplitude dynamically maintained 
topography there. 

There are at least two possible resolutions to the apparent paradox. The first is that 
substantial topography would be expected on the top of a chemically distinct D". Equation (6) 
indicates that the dynamic topography is inversely proportional to the density contrast across 
a boundary. Because the density contrast between D" and the overlying mantle is much smaller 
than the density contrast across the CMB, the top of a chemically distinct D" would be expected 
to have very large (ca. 100 km) dynamic topography. The tradeoff between D" velocity 
structure and thickness and CMB deflection should be considered for seismological inferences of 
CMB topography (Gudmundsson et al. I 987). 

Alternatively, if there were a layer of molten silicate between the solid mantle and molten 
iron core, substantial dynamic topography of the solid-molten silicate boundary would result. 
For a given dynamic stress, boundary deflection is inversely proportional to the density contrast 
across a boundary (equation (6)) .A layer of molten silicate at  the top of the core would have 
a much smaller density contrast with the mantle than molten iron has, allowing much larger 
deflection of the boundary between solid mantle and fluid 'core'. (I t  is this high-impedance 
contrast boundary that would be seen by seismic reflection studies.) The boundary between 
molten silicate and molten metal would be difficult to detect using seismology, so the existence 
of such a layer would be difficult to detect directly. Its effects on nutation have not yet been 
worked out. Filling in of upwarpings of the solid boundary by 'anti-oceans' of molten silicate 
would shield the solid mantle from mechanical interaction with the molten iron core, allowing 
the change in length of day constraints to be satisfied. 

Our  ability to successfully model the observed geoid by using fluid-mechanical models with 
input of density fields inferred from seismic tomography gives us confidence both in the 
tomographic inversions, at least as smoothed by the long-wavelength geoid kernels, and in the 
importance of dynamic topography. We can fit the geoid either with models with a chemical 
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barrier to flow at  the 670 km seismic discontinuity or with models with a substantial viscosity 
increase with depth. The lack of observed large topography at  this discontinuity leads us to 
prefer the latter model, i.e. deep-mantle convection. 

A high-viscosity lower mantle would lead to a stratification of the style of mantle convection,. 
without totally separating the upper and lower mantle. The slow mixing and long residence 
times inferred for such a high-viscosity lower mantle are consistent with a number of 
geochemical and geophysical observations. 

Although our models are fairly successful, they are based upon a number of simplifying 
assumptions that should be removed in future work. Most notably, the assumption of spherical 
symmetry of the effective viscosity should be removed, particularly in the lithosphere. This will 
require substantial computing resources, but there are indications of systematic effects in the 
residual geoid (figure 6) that suggest that lateral variations are somewhat important. For 
example, residual geoid highs are associated with groups of hotspots in the central Indian 
Ocean, the North Atlantic, the Southeast Pacific, and the Basin and Range Province, perhaps 
indicative of locally negative geoid kernels resulting from lateral variations in viscosity in these 
regions. 

Better constrained slab locations are becoming available through seismic tomography (Zhou 
& Clayton 1987).These can be used to improve the ad hoc slab model used. Considerations of 
solid-state theory may allow more realistic parametrizations of variations of the ratios P and 
S with depth. Self compression should also be included. 

Finally, although the models presented here were computed by using trial-and-error forward 
modelling, we probably now understand the parametrization of the problem well enough to 
attempt a nonlinear inversion. This approach should enable us to explain more of the variance 
in the observed geoid, as well as to refine our models of mantle viscosity structure. 

Close interaction with R.  W. Clayton, R.  P. Comer, and R .  J. O'Connell was essential to 
this research. Critical reviews by D. L. Anderson, U. R.  Christensen, \V. Kiefer, and B. Parsons 
improved the manuscript substantially. This work was supported by NASA grants NAG5-315 
and NAG5-842. This is contribution number 4625, Division of Geological and Planetary 
Sciences, California Institute of Technology, Pasadena, California 91 125. 
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